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Artikulu honetan, adimen artifizialean (IA) dauden giza joera kognitiboen 

ebidentzia berrikusiko dugu, eta joera horiek IAn eta giza elkarreraginetan nola 

eragiten duten azalduko dugu. Argudiatzen dugu psikologiak urte askotan 

zehar alborapenei buruz metatu duen ezagutza erabiltzeak hobetu egin 

dezakeela joera horiek IAri nola eragiten dioten eta haren eragina nola 

minimizatu dezakegun ulertzea. 

 

Giltza-Hitzak: Joera Kognitiboa. Psikologia. Adimen Artifiziala. IA. Alborapena. 

Baieztapen-Alborapena. Kausalitate-Alborapena. Kausa-Ilusioa. 

 

 

 

En este artículo, revisamos la evidencia de los sesgos cognitivos humanos 

presentes en la inteligencia artificial (IA) y discutimos ejemplos de cómo estos 

sesgos influyen en la IA y en las interacciones humano-IA. Argumentamos que 

usar el conocimiento que la psicología ha acumulado sobre los sesgos durante 

años puede mejorar nuestra comprensión de cómo estos sesgos afectan a la 

IA, así como cómo podemos minimizar su impacto. 

 

Palabras Clave: Sesgo Cognitivo. Psicología. Inteligencia Artificial. IA. Sesgo. 

Sesgo de Confirmación. Sesgo de Causalidad. Ilusión Causal. 

 

 

 

Dans cet article, nous passons en revue les preuves des biais cognitifs 

humains présents dans l'intelligence artificielle (IA) et discutons des exemples 

de la façon dont ces biais influencent l'IA et les interactions personne-IA. Nous 

soutenons que l'utilisation des connaissances que la psychologie a déjà 

accumulées sur les préjugés au fil de nombreuses années peut faire 

progresser notre compréhension de la façon dont ces préjugés affectent l'IA, 

ainsi que la façon dont nous pourrions minimiser leur impact. 

 

Mots-Clés : Biais Cognitif. Psychologie. Intelligence Artificielle. IA. Biais. Biais de 

Confirmation. Biais de Causalité. Illusion Causale. 
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1. Introduction1 

 

Nowadays, we delegate many of our decisions to Artificial Intelligence (AI) algorithms. We use services 

that, through AI algorithms, influence our decision-making by recommending, for example, news 

(Carlson, 2017; Diakopoulos & Koliska, 2017; Thurman & Schifferes, 2012); job offers (de Pessemier 

et al., 2016); health advice (Bickmore et al., 2016; Grolleman et al., 2006; Hudlicka, 2013); and even 

friends and partners (Slater, 2013; van Dijck et al., 2018). Public institutions and companies are also 

increasingly relying on algorithms to make far-reaching decisions. For example, they are using AI 

algorithms to evaluate and predict crime (Dressel & Farid, 2018; Kennedy et al., 2011; Lin et al., 2020; 

Northpointe, 2019); to grant bank loans (Bartlett et al., 2022), to assist scientific discovery (Mayer-

Schonberger & Cukier, 2013), and to guide medical decisions that affect millions of people (Obermeyer 

et al., 2019). The reliance on algorithms in certain sectors and tasks is so intense that, for example, 

according to some estimates, AI algorithms are now responsible for most of the activity on Wall Street 

(Isidore, 2018; Patterson, 2012). In fact, some authors have begun to use the term algocracy to refer to 

the transformation of government bureaucracy to a bureaucracy dominated by algorithmic decisions 

and rules (Danaher, 2016; Lorenz et al., 2021). The central mechanism in an algocracy is the 

proliferation of algorithm advice and decisions based on data analysis. Thus, algorithms are 

progressively determining our individual and collective choices. 

 

The term algorithm has multiple meanings according to different perspectives. This term often refers to 

a computer's set of rules and instructions for acting on a set of data to solve a problem (Barocas & 

Selbst, 2016; Lee, 2018), though it could even have a more general meaning such as, for instance, the 

instructions needed to bake a cake, that is, what we usually call a cooking recipe. In recent years, 

however, the term algorithm is generally used to refer to AI algorithms. AI algorithms are a type of 

technology that has the ability to learn and also to identify what should be the most appropriate rules to 

solve a problem given some data and a desired outcome (Duan et al., 2019; Fry & Krzywinski, 2019). 

Moreover, AI algorithms have dramatically improved their performance by acquiring cognitive skills 

more or less developed, such as perception, reasoning, and decision-making (Eiband et al., 2019). 

Particularly noteworthy is the ability of the so-called machine learning algorithms to learn autonomously. 

 

The term AI algorithm is currently being discussed as a complex term that goes beyond its purely 

technical aspects (Elish & Boyd, 2018; Kitchin, 2017). Several authors argue that algorithms are best 

understood within a broader socio-technical context, which would be inseparable from the conditions in 

which the algorithms are developed and deployed (Geiger, 2014; Napoli, 2013; Takhteyev, 2012). Thus, 

some researchers propose a conceptualization that evolves over time, as a function of the social and 

institutional contexts in which algorithms are developed and deployed (Araujo et al., 2020). From this 

perspective, it is argued that to treat algorithms simply as abstract and technical processes is to lose 

sight of their important social and political dimensions, intrinsically framed and shaped in their 

production and development (Barocas & Selbst, 2016; Kitchin, 2017; MacKenzie, 2007). 

 

Indeed, the way we define the concept of algorithms influences our perceptions of their impact as well 

as the way we address it. Algorithms have been traditionally studied from a technical and mathematical 

perspective. A study that examined the definitions of algorithms given by people found that more than 

80% of the participants focused on the categories of mathematics, equation, calculation, step-by-step 

procedure, logic, or formula (Logg et al., 2019). Because mathematical and statistical methods are 

often assumed to outperform human judgment (Dawes et al., 1989), people might prefer the judgment 

or recommendations made by algorithms to those made by humans in some contexts (Logg et al., 

                                                           
1 Support for this research was provided by Grant IT1696-22 from the Basque Government. The funders had no 

role in study design, decision to publish, or preparation of the manuscript. 



Martínez, Naroa; Aguado, Ujué; Matute, Helena: Human cognitive biases present in Artificial Intelligence 

Rev. int. estud. vascos. 67, 2, 2022   4 

2018) and consider algorithms more objective, neutral, rational, and free of bias than humans (Araujo 

et al., 2020; Dijkstra et al., 1998; Kahneman et al., 2021; O’Neil, 2016; Sundar, 2008). This technical 

perspective is consistent with the image of neutrality and objectivity attributed to algorithmic processes 

by technological companies. 

 

However, far from this image of neutrality and objectivity, several studies have highlighted several 

potential problems associated with the use of algorithms, particularly the fact that they can be biased 

(Bolukbasi et al., 2016; Caliskan et al., 2017; Sweeney, 2013). Biases are systematic errors in 

judgments and decision-making that occur in the processing and interpretation of information. Many of 

these biases that are currently being detected in AI, are actually discriminative social biases, such as 

racism and sexism. Indeed, AI has been particularly criticized on augmenting and being affected by 

discriminative social biases, such as gender bias (e.g., French, 2018; Lambrecht & Tucker, 2016; 

Rodger & Pendharkar, 2004; Schwemmer et al., 2020) and racial bias (e.g., Angwin, 2017; Angwin et 

al., 2017; Buolamwini & Gebru, 2018; Coley et al., 2021; Obermeyer et al., 2019). However, since the 

existence of those biases in AI is already well-known and is already being criticized not only in academic 

forums but also in the media, we will not focus our discussion on those discriminative biases, but on 

more basic and general principles of cognition and cognitive biases that may be affecting our 

relationship with AI in more general ways. 

 

Thus, the aim of this article is to review evidence of human cognitive biases present on AI. First, we 

explain some possible contributions from psychology to the study of AI. Then, we offer a definition of 

human cognitive biases and describe some consequences and problems associated to them. Finally, 

we provide some examples of human cognitive biases and their impact on AI. The main advantage of 

adopting this approach is that what it is known from the rigorous and long-term research tradition in 

psychology about cognitive biases can be usefully incorporated into the study of biases present in AI. 

 

 

 

2. Possible Contributions from Psychology to the Study of AI 

 

Given the ubiquitous use of AI algorithms in our societies, scientific research on the behavior of 

algorithms becomes crucial. However, the study of the behavior of AI algorithms comes today almost 

exclusively from AI developers and technological companies. Indeed, a Web of Science search (March 

16, 2022) with the terms “algorithm behavior” yielded 51% of the references within the area of 

Computer Science, whereas studies from behavioral sciences, and in particular from psychology, were 

scarce (7 %). Given the current narrow approach to the study of AI behavior, some researchers have 

highlighted the urgent need to conduct studies from a multidisciplinary perspective (Martínez, Viñas, & 

Matute, 2021). The need for collaborative expert networks and multidisciplinary teams (Barocas & 

Selbst, 2016; Howard & Borenstein, 2017; Kremin et al., 2003), and the value of having diverse teams 

in the workplace are also increasingly recognized (OSTP-OPM, 2016). Similar to the study of the 

behavior of human intelligent agents (where we rely on a variety of disciplines about individual and 

collective behavior, such as biology, psychology, economics, and ethics, to mention just a few), the 

study of AI behavior requires complementary perspectives to properly advance knowledge, diagnose 

problems and devise potential solutions (Rahwan & Cebrian, 2018). In addition, if we would like to 

know how the use of biased AI algorithms can affect human behavior and decisions, we also need to 

conduct rigorous psychological experiments in which humans interact with AI agents (e.g., Agudo & 

Matute, 2021). Thus, some of these areas such as psychology and computer science are becoming 

increasingly integrated. 
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In addition, psychology has long made use of computer models to understand human cognition, 

sometimes under the term computational psychology (Anderson et al., 2008; Eysenck & Brysbaert, 

2018; Sun, 2001). This approach relies on experimental findings regarding human cognition and the 

development of computer models that make predictions for new experiments. For instance, the process 

of learning can be studied through computer simulations, that is, using computer programs that 

attempt to simulate the learning of humans and animals (see e.g., Alonso, Mondragón, & Fernández, 

2012; Musca et al., 2010; Rescorla & Wagner, 1972; Sutton & Barto, 1981; Vadillo et al., 2016). 

Computational modeling usually differs from AI in that computational modeling consists of building 

computer programs to simulate or model some aspects of human or animal cognitive functioning 

(including their biases, shortcuts, and limitations), whereas AI aims to produce results that may seem 

intelligence but generally involve processes which are different from those used by humans and other 

animals (Eysenck & Brysbaert, 2018). However, an emerging field in AI called cognitive technology or 

cognitive computing is becoming more similar to computational psychology. Cognitive technology is a 

new type of computing which has the ability to perform tasks that traditionally required human cognitive 

skills (e.g., perception and learning), focusing on emulating some of the key cognitive elements of 

humans and animals (Herrmann, 2004; IBM, 2020). 

 

The field of AI is therefore using many different methods and is progressively improving its ability to 

process implicit, ambiguous and, complex information through an understanding of context, reasoning, 

and learning from experience. For example, some applications of cognitive technology and current AI 

research are recognition of handwriting, face identification, voice recognition technology, pattern 

recognition in data (e.g., image processing for various applications like biomedical imaging), computer 

vision and natural language processing (e.g., extracting meaning from complex, multi-format 

documents, and creating multi-lingual systems). Nowadays, cognitive technology is a leading and very 

promising AI field, and it allows the handling of large amounts of data and complex decision-making. 

This flourishing field of computer science based on human cognition has a huge challenge ahead 

related to how to minimize the development of biases in AI (e.g., Cappelli et al., 2019). 

 

Therefore, an additional and highly significant contribution from psychology to AI could come from its 

knowledge on cognitive biases. Although the sources, mechanisms and potential strategies to reduce 

biases in AI and humans may differ, there is a constant interaction between AI and humans. Thus, 

cognitive biases are a mature area of research in cognitive psychology that can help address the 

current challenge that humanity faces in interacting with AI. 

 

 

 

3. Human Cognitive Biases 

 

Psychology has an extensive background in the study of cognitive biases and has made enormous 

progress in investigating the impact of biases on human judgments and decisions (e.g., Gilovich et al., 

2002; Kahneman et al., 2021; Kahneman & Tversky, 1972; Krueger & Funder, 2004; Matute et al., 

2015, 2019; Stanovich & West, 2000). There is also literature in psychology related to how to reduce 

and prevent cognitive biases (Arkes, 1991; Barberia et al., 2013; 2018; Larrick, 2008; Lilienfeld et al., 

2009). Indeed, it has been argued that one of the most relevant contributions that psychology could 

make to humanity is the development of successful debiasing strategies (Lilienfeld et al., 2009). 

Therefore, the contribution from cognitive psychology could be also important to the study of how to 

reduce biases that impact AI through human intervention. 

 

There is considerable research that has shown that human thought is prone to a biased interpretation 

of reality (Dawes, 2001; Dawes et al., 1989; Gilovich et al., 2002; Kahneman & Tversky, 1996; Nisbett 
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& Ross, 1980; Stanovich & West, 2000). For example, visual (i.e., not optical but visual) illusions are 

cognitive biases that make people erroneously interpret visual information. A very classic visual illusion 

occurs when seeing a line with the arrowheads outwards, <----> which seems to be longer than another 

line of the same size with the arrowheads inwards, >----< (Muller-Lyer, 1889). Indeed, the two lines are 

of identical length, but a visual illusion takes place when people estimate their length. Similarly, we all 

show cognitive illusions and biases in our judgments and decisions (Shepperd & Koch, 2005; Tversky & 

Kahneman, 1974). As mentioned above, cognitive biases are systematic and predictable errors that 

occur in all of us when we process and interpret information (Kahneman, 2003; Kahneman & Tversky, 

1973; Stanovich & West, 2000; Tversky & Kahneman, 1974). The list of known cognitive biases is 

continually growing, though not all authors agree on all the examples. For example, Krueger & Funder 

(2004) made considerable progress in classifying biases, compiling a non-exhaustive list of 42 different 

biases, though not all of them are equally robust phenomena. A recent book edited by Pohl (2022) 

presents an excellent review of most common cognitive illusions and the evidence supporting each of 

them. Thus, it is not our aim to present an additional review of all possible cognitive biases, but to 

present some examples of how human biases interact and impact AI algorithms, and some of the 

problems that this interaction may cause on human wellbeing. 

 

There is consensus in the literature that cognitive biases reflect adaptive processes which are usually 

called heuristics (Gigerenzer & Todd, 1999; Shepperd & Koch, 2005; Tversky & Kahneman, 1974). 

Heuristics are cognitive shortcuts that allow people to make quick and undemanding judgments and 

decisions under conditions of uncertainty, and they most of the time result effective, adaptive, and 

necessary (Gigerenzer & Goldstein, 1996). However, when the conditions change, people may keep 

using the same shortcut, and in that case, the result could be maladaptive, erroneous, and problematic. 

In those cases, they are called biases. That is, heuristics and biases are the two sides of the same 

phenomenon. Heuristics are adaptive responses to uncertain conditions, but they sometimes result in 

biases, that is, systematic errors that occur in most people under certain conditions. 

 

Nonetheless, it is also noteworthy that cognitive biases can also lead sometimes to positive emotions 

such as a sense of control, and to the prevention of anxiety and depressed moods (see e.g., Alloy & 

Clements, 1992; Blanco, 2017; Langer, 1975; Matute, 1994, 1996; Taylor & Brown, 1988). However, 

most often cognitive biases lead to wrong or sub-optimal decisions and can produce undesirable 

outcomes. Cognitive biases are associated to multiple threats to human welfare, such as social 

stereotypes (Crocker, 1981; Hamilton & Gifford, 1976; Murphy et al., 2011), discrimination in hiring 

and promotion (Krieger & Fiske, 2006), ideological extremism (Lilienfeld et al., 2012; Tavris & Aronson, 

2007), social intolerance and war (Johnson, 2004; Lilienfeld et al., 2009), hostile driving behaviour 

(Stephens & Ohtsuka, 2014), financial bubbles (e.g., Malmendier & Tate, 2005), paranormal (Blanco et 

al., 2015), superstitions (Griffiths et al., 2019), pseudoscientific beliefs (Lewandowsky et al., 2012; 

Matute et al., 2011; Torres et al., 2020), and public health problems such as medical diagnostic errors 

(Croskerry, 2013; Phua & Tan, 2013) and the use of alternative and complementary medicine (Blanco 

et al., 2014; Yarritu et al., 2015), among others. In addition, cognitive biases may contribute to 

psychopathological conditions such as social phobia (Bar-Haim et al., 2007), gambling (Orgaz et al., 

2013), eating disorders (Brooks et al., 2011), depression (de Raedt & Koster, 2010; Peckham et al., 

2010), and the development of psychotic experiences (Gawęda et al., 2015). 

 

 

 

4. Some Examples of Human Cognitive Biases and their Impact on AI 

 

Today, human cognitive biases have also a negative impact on AI algorithms. These biases can arise in 

different moments of the development of AI where humans are involved, from developers to users. 
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Humans intervene at various phases in the AI lifecycle, such as in data collection, AI model 

development, and AI model deployment (IBM, 2020; Xu & Doshi, 2019). The phase of data collection 

includes activities with the data that will be used to train the AI (identification, collection, and curation 

of data). The phase of AI model development can include the formulation, programming, training, and 

testing the AI model. The phase of AI model deployment refers to the interaction of the AI with the 

market, that is, the final users and contexts, and can include further learning and further development. 

In this phase AI models take the most advantage of context by interacting with the end user and getting 

feedback and new inputs so that they can keep learning and adapting to their new context (Garcia et 

al., 2018). The introduction of human cognitive biases in some or all of these phases of the AI lifecycle 

promotes the perpetuation and amplification of human biases in AI algorithms (Ashmore et al., 2019; 

Baeza-Yates, 2018; Garcia et al., 2018; O’Neil, 2016). 

 

Below, we provide some examples of studies that help understand the impact of human cognitive 

biases in AI. We would like to highlight that the biases we discuss in this article (as any other biases) are 

present in all humans, not only in humans who develop or interact with AI. Given that the empirical 

literature in this area is scarce and disconnected across disciplines, we will try to connect the available 

research (which is usually conducted in computer science and has been almost exclusively studied from 

a technical perspective) with the psychological literature on cognitive biases. 

 

 

4.1. Representativeness Bias 

 

Representativeness bias occurs when assessing which example members are representative of a 

category based on their similarity to the prototype exemplar for that category, rather than on their actual 

likelihood of membership (Tversky & Kahneman, 1974). For example, this bias could explain why 

sparrows are more easily associated with the category of birds than penguins, although both belong to it 

(Rosh, 1975). 

 

This human cognitive bias can impact AI at the time of training. For instance, it has been noted that the 

training stage for most AI algorithms used on face recognition applications makes use of pictures from 

people from developed countries as their training data, assuming that they are representative of the 

world population. This would be an example of a sampling error produced by the representativeness 

bias. Given that most AI agents are trained in developed countries, the selection of the sample 

responds more to the similarity of the exemplars to the prototype of people from developed countries 

(Barocas & Selbst, 2016). This bias is not a problem related only to AI developers, but is related, as any 

other biases, to all humans. For instance, the existence of this bias has also been noted in the literature 

of behavioral sciences, which relies mostly on experiments with WEIRD samples, an acronym for White, 

Educated, Industrialized, Rich, and Democratic (Henrich et al., 2010), even though these samples are 

often taken as representative of the general population. 

 

This representativeness bias in the selection of data with which to train AI algorithms (also known in the 

field of AI as sampling bias) has led to certain minority groups suffering the effects of inaccurate 

algorithmic predictions. For example, representativeness bias in facial datasets has a strong effect on 

the accuracy of algorithms. One study showed that some datasets used to train commercial gender 

classification algorithms are composed of up to 86% white subjects and there is a 34% risk of 

misclassifying black women (Buolamwini & Gebru, 2018). Another example, (Devries et al., 2019) found 

that some current object recognition systems (such as Google Cloud Vision, Amazon Rekognition, or 

IBM Watson) are less effective at recognizing objects when photographs show household objects in 

non-Western countries and low-income communities, as these AI algorithms were trained on non-

representative photographic datasets. In their study, the accuracy of the algorithms was approximately 
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15% higher when tested on photographs from the United States relative to photographs from Somalia 

or Burkina Faso. 

 

 

4.2. Confirmation Bias 

 

The confirmation bias refers to the tendency to seek, remember and confirm information consistent 

with one's own hypothesis and point of view, ignoring or reinterpreting information that contradicts them 

(Garb, 1998; Nickerson, 1998; Tavris & Aronson, 2007; Wason, 1966). This bias can lead us to draw 

distorted conclusions and often predisposes us to persevere with a belief even after receiving strong 

evidence that contradicts it (Ross et al., 1975). An example of confirmation bias is that of a supporter of 

a political party who only reads newspapers that support that political ideology. 

 

A confirmation bias can occur when the AI model is being developed, particularly when humans test the 

model. Some empirical studies have reported confirmation bias in software testers, which is particularly 

evident in their tendency to design tests that confirm rather than question the correct functioning of the 

algorithm (Çalikli & Bener 2013; Salman, 2016; Salman et al., 2019; Teasley et al., 1994). Indeed, the 

available evidence on confirmation bias in software testing reveals that it had an impact on the quality 

of the software, causing a high number of software deficits (Calikli & Bener, 2013). In their study, Calikli 

& Bener (2013) conducted an empirical study addressing the influence of human testers' confirmation 

bias on software deficits using five datasets obtained from two companies. They found that the 

confirmation bias predicted 60-93% of the software deficits. 

 

 

4.3. Primacy Effect 

 

The primacy effect is a cognitive bias that refers to an individual's tendency to better recall information 

presented first in a sequence than information presented later (Asch, 1946; Bruce & Papay, 1970; 

Murdock, 1962). In contrast, the recency effect is the tendency to recall the last information presented 

(the most recently presented) best. For example, if we were asked to remember a long list of words, 

such as a shopping list, we would be more likely to remember the first and last items on the list better 

than those presented in the middle of the list. For illustrative purposes, we provide below some 

examples of how the primacy effect can affect the interaction of humans with AI. 

 

An example of the primacy effect on users interacting with AI algorithms is observed in users when they 

search the Internet. People scan results in the order in which they are presented (e.g., Guan & Cutrell, 

2007; Lorigo et al., 2008, for studies using eye-tracking technology). People click more and spend more 

time on first results than on later results (Insights, 2013; Donnini, 2013). For example, the study 

conducted by Insights (2013) showed that 91% of clicks occurred on the first page of the search 

results. Indeed, there is abundant research showing that the ranking of search engine results has a 

critical impact on users' attitudes, preferences, and behavior (e.g., Insights, 2013; Epstein & Robertson, 

2015; Guan & Cutrell, 2007; Lorigo et al., 2008; Pan et al., 2007). There is evidence, for example, on 

the impact of Internet search ranking even on political preferences in democratic elections. In a series 

of experiments, Epstein & Robertson (2015) studied the voting preferences of 4,556 undecided voters 

of the United States and India by presenting to participants a Google-like search engine ranking of 

results to assess whether the order of information displayed could have an effect on participants. Using 

the 2014 Indian elections as the context for the experiment, the task consisted on participants 

obtaining information about the candidates in a search engine in which the order of the results was 

manipulated so that the firstly presented pages favored one or the other candidate. According to the 

authors, the participants considered more relevant those search results that were presented in the first 
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positions, changing the voting preferences by 20%. In addition, up to 85% of the participants showed no 

awareness of the manipulation. The authors refer to this effect as a search engine manipulation effect. 

Given that people show this primacy effect when interacting with AI, AI itself can be affected by primacy 

bias. Since AI uses data on user behavior for its learning and this behavior may reflect higher 

consumption of the top positions of a piece of content, the AI may learn that this content is more 

successful and relevant, which in turn increases the likelihood that the AI will show it in the top 

positions in the future. Developer and activist O'Neil (2016) has referred to this phenomenon as a 

biased feedback loop. 

 

 

4.4. Anchoring Bias 

 

The anchoring bias refers to the tendency to rely excessively on the first information that we learn (the 

anchor) and to generate adjustments in our evaluations from this starting point (Tversky & Kahneman, 

1974). For example, when we go shopping and some item is on sale, the previous price (usually shown 

crossed out) acts as an anchor to evaluate whether the current price is appealing. 

 

In relation to AI, this anchoring bias may affect users who use shopping platforms with AI. For example, 

a study examining 28 million Amazon ratings on more than 1.7 million products found that the product's 

published rating was used as a starting point (anchor), and then the users adjusted their ratings 

accordingly (Wang & Wang, 2014). In this case, AI amplifies the impact of the user’s bias by interacting 

with thousands of users affected by the anchoring bias who are evaluating the same product. 

 

The anchoring bias can occur unintentionally in the layout of the information in the user interface, but it 

can also be intentionally promoted by the company owning the AI platform (Yeung, 2018). This is the 

case described by Eslami et al. (2017), who observed that the rating algorithm of Booking.com biased 

low hotel scores upward by increasing the anchor value, particularly for low and medium-quality hotels. 

To this end, the company asked users to rate the different aspects of the hotels (location, cleanliness...) 

on a scale where the lowest possible score was 2.5 points, although users searching for hotels are 

actually led to believe that they can search for hotels on the platform with scores lower than that (e.g., 1 

point). Presumably, this is a bias purposely introduced by the company that owns this AI. Like with the 

primacy bias, however, the AI algorithms interact and learn from the biased user behavior, so there is a 

risk that AI will end up inheriting and even amplifying this bias by creating, once again, a biased 

feedback loop (O’Neil, 2016). 

 

 

4.5. Causal Illusion 

 

Causal learning is the cognitive process of inferring causal relationships from available information. It is 

an efficient and rapid mechanism that has conferred important survival advantages to humans and 

other animals throughout evolution (Blanco & Matute, 2018; Shanks & Dickinson, 1987; Wasserman, 

1990). But it is not error-free. The illusion of causality, or causality bias, occurs when people believe 

that there is a causal relationship between two events that often occur together but are not causally 

related (see Matute et al., 2015; 2022 for review). For example, this illusion occurs when a student 

believes that wearing an amulet to an exam causes getting a good grade, or when a patient believes 

that a pseudotherapy with no effects has curative properties. 

 

This illusion is particularly common when the desired effect occurs frequently, as is the case, for 

instance, in some diseases that involve frequent spontaneous remissions (e.g., back pain). In those 

cases, people tend to associate the remissions of their painful crises with the remedy that they just 
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took. Sometimes this bias of causality can occur when there is not even a correlation between the two 

events; sometimes correlation occurs and is confounded with causality. Indeed, when both the potential 

cause and the potential effect are frequent and co-occur frequently (even by mere chance), the 

probability that people will associate them to each other and infer an illusory causal relationship 

between them increases (Blanco et al., 2013). 

 

In some of these cases, the illusion of causality between two events is favored by the existence of a 

third, hidden, unobserved variable (Matute et al., 2019). For example, a causal illusion may occur when 

people infer that the increase in a child’s height causes a greater acquisition of knowledge, instead of 

realizing that both height and knowledge increase with age. A similar problem can also occur in AI when 

developers use proxies in the development of the AI model. For instance, a proxy variable is one that 

correlates with the inferred cause and is therefore used as the main predictor variable. However, as we 

mentioned above, the fact that two variables seem to be related does not imply that there is either 

causality or correlation between them. Such apparent correlation might be due to a third, hidden 

variable. 

 

An important research that clearly addresses this problem is the one conducted by Obermeyer et al. 

(2019). They found that an algorithm used to guide the medical care of approximately 200 million 

people each year was biased against black people. In particular, the results showed that the algorithm 

assigned the same level of risk to white patients and black patients, when actually black patients were 

sicker. The bias occurred because the model used the proxy of history of health care costs to predict 

who would need additional medical care. However, the health care costs reflect racial biases in the 

historical data because less money has been spent historically on caring black patients than white 

patients. In this case, a third hidden variable, namely, race, was behind the relationship between the 

medical cost and needs. 

 

In a similar vein, several proxy variables are often used as if they had psychometric properties even 

though they lack such properties. An example is offered by Duportail (2019) who explains in her book 

how the Tinder algorithm may be using the length of sentences and words people type on the dating 

platform as a measure to infer the intelligence of candidates. This measure of intelligence implies a 

reduction of a variable as complex as intelligence to a simplistic proxy without relying on evidence-

based psychological principles about intelligence (e.g., see Wechsler et al., 2008, for a widely used 

intelligence test). 

 

In sum, causal learning is today a complex and vibrant research area both in humans and AI, and it will 

not be easy to overcome causal biases in either agent. With respect to human biases, which are the 

main topic of this article, some evidence-based debiasing strategies have been developed and 

published in recent years, and it appears that, at least under controlled laboratory (see Matute et al., 

2015, 2019, for reviews) and classroom conditions (e.g., Barberia et al., 2013; 2018), progress is being 

made. Nonetheless, much research is still necessary to generalize these findings to larger populations 

and more naturalistic settings. 

 

 

 

5. Discussion 

 

The goal of this review was twofold. First, to contribute to the study of human cognitive biases present 

in AI. And second, to make use of knowledge that psychology has accumulated about biases to advance 

our knowledge of how these biases could impact AI, and thus, be minimized. To this end, in this review 
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we describe some examples of human cognitive biases that impact AI as well as some possible 

contributions of psychology in the investigation of these biases. 

 

As we discussed above, today many of our decisions are delegated to AI algorithms. The term AI 

algorithm can be approached from different perspectives, the most frequent being the purely technical 

perspective. Most of the published studies on AI come only from the area of Computer Science. This 

technical perspective also affects how people define AI (generally as a mathematical and logical 

process; Logg et al., 2019), how AI is perceived (people tend to consider algorithms as more objective, 

neutral, rational, and free of bias than humans; e.g., Araujo et al., 2020) and what decisions humans 

and AI should make (with a greater preference in some contexts for the judgment or recommendations 

of AI over those of humans; Logg et al., 2018). However, it is currently being pointed out that the 

conceptualization of AI should start from a broader socio-technical perspective (Elish & Boyd, 2018; 

Kitchin, 2017) including the conditions in which it is developed and deployed (Geiger, 2014). In this 

regard, the need to conduct studies to examine the behavior of algorithms from a multidisciplinary 

approach has also been highlighted. Furthermore, in contrast to the image of objectivity and neutrality, 

there is growing evidence that AI can contain a number of important biases with serious consequences 

(Bolukbasi et al., 2016; Caliskan et al., 2017; Sweeney, 2013). 

 

Therefore, given that a perspective that is not purely technical in the study of AI is necessary, that 

multidisciplinary research is recommended, and that there is extensive literature on the biases 

exhibited by AI, we suggest that psychology can contribute significantly to research on the behavior of AI 

and on how we humans interact with AI. Among the possible contributions of psychology, we especially 

highlighted two of them. On the one hand, the background of psychological research in areas which are 

very close to the emerging field in AI, such as computational psychology (Anderson et al., 2008; Eysenck 

& Brysbaert, 2018; Sun, 2001). These research areas make use of computer models to understand 

human cognition. On the other hand, we discussed the extensive psychological literature on the study of 

human cognitive biases (e.g., Kahneman & Tversky, 1972; Kahneman et al., 2021; Gigerenzer & Todd, 

1999), in our attempt to contribute to the study of human biases present in AI due to human 

intervention and interaction with AI. 

 

We also presented some examples of the impact of human cognitive biases on AI, in particular, the 

confirmation bias, the primacy effect, the representativeness bias, the anchoring bias, and some 

problems related with causality. These cognitive biases are introduced in different phases of the AI 

development where humans are involved because people in general (not only those humans who 

develop the AI) tend to be biased (e.g., Dawes, 2001). 

 

In this article, we have discussed only how human cognitive biases may impact AI. Thus, we did not 

discuss discriminatory biases (such as racial and gender biases) directly in this article. Instead, we 

focused our discussion on more basic principles of cognition and cognitive biases that may affect our 

interactions with AI, because they are more general and are, quite possibly, at the base of the 

discriminative biases as well. As an example, the racial and gender biases present in AI that often cause 

such a large impact at the media level, as we mentioned in the introduction, could be in part the result 

of the representativeness bias described above. The reason is that most AI models are developed and 

trained in western countries by teams composed predominantly by white men who use data coming 

predominantly from the datasets easily available in western countries to train their models. We suggest 

that understanding cognitive biases in humans and reducing their impact in AI should also contribute to 

the reduction of discriminatory social biases present in AI. 

 

As we already mentioned, human cognitive biases are associated to various threats to human welfare 

(e.g., Crocker, 1981; Hamilton & Gifford, 1976; Murphy et al., 2011), but today, the presence of human 
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biases in AI is augmenting this problem and has a very negative impact on our societies. Indeed, beyond 

reflecting the biases we have as individuals, the biases presented in the algorithms tend to be 

systematically amplified (e.g., Kay et al., 2015), due to the large amount of data that the algorithms 

handle and their widespread use. Moreover, AI also can amplify the impact of these biases, since 

sometimes an AI model is reused as a basis for developing other algorithms. If this base AI model is 

affected by biases, the other algorithms which are developed after it will inherit its biases, thereby 

amplifying its negative impact. This was the case experienced firsthand by AI researcher Buolamwini 

(2016). When she was a computer science student at Georgia Tech, the social robot she worked with 

could not identify her face because of the color of her skin. Sometime later, while participating in a 

demonstration of another social robot in Hong Kong, the machine learning algorithm recognized all the 

participants in the demo except her. The robot used the same generic facial recognition software as the 

robot in Georgia. As she said, the “algorithmic bias can travel as quickly as it takes to download some 

files off of the Internet”. Biases present in AI can now spread rapidly and globally through the Internet. 

 

In addition, decisions being made, by default, by algorithms that have inherited human biases can 

affect severely millions of people, due to the increased acceptance and use of algorithms by the general 

public, companies, and governments for high-impact decisions (e.g., Bartlett et al., 2022), for bank 

loans; (Obermeyer et al., 2019), for medical decisions; (Ferrara et al., 2016), and for the identification 

of suspicious profiles (e.g., Dressel & Farid, 2018), among others. In addition, biases present in AI may 

also involve the added risk of perpetuation of human biases when AI uses biased user information or 

behavior in its learning and feedback processes. This situation would favor the perpetuation of such 

biases (O’Neil, 2016). An example of this perpetuation of biases is the software used by the 

Pennsylvania police to predict crime, PredPol. This model may appear free of bias because it uses 

geography as a proxy for the probability of crime, ignoring the individual’s race and ethnicity. However, 

PredPol can be configured to take into account in its predictions not only violent crimes, but also minor 

crimes, such as vagrancy or the selling small amounts of drugs. These types of crimes, endemic to 

many impoverished neighborhoods, feed the algorithm and cause police to be sent to these geographic 

areas more frequently, which in turn increases the likelihood that more crimes will be recorded there 

and more new data will be generated that will reinforce the algorithm’s future predictions in this way, 

perpetuating the bias in this way (O’Neil, 2016). 

 

Our main conclusion is that human cognitive biases are present in many AI agents at the moment since 

we humans are involved in their life cycle and are prone to a biased interpretation of reality. This 

problem can go unnoticed because most people have difficulty recognizing their own biases (Pronin, 

Lin, & Ross, 2002) and because given the lack of transparency of most AI agents, most human biases 

present in algorithms are detected a posteriori. Given that algorithms are intrinsically framed and 

shaped in a socio-technical context (Geiger, 2014; Napoli, 2013; Takhteyev, 2012), AIs should be 

transparent and reliable, and should guarantee that they meet the goals and ethical demands of the 

society they are designed to serve. 
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